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Introduction

Context
• Data annotation for fully-supervised approach à time-consuming and

expensive
• A majority (>95%) of acquired images are empty (a single session of an 

aerial survey could provide thousands of images)
à visual analysis: laborious and time-consuming 

< 5%> 95%



Introduction

Objective: weakly-supervised anomaly detection

• Reduce the gap between fully supervised and unsupervised object detection

• Benefit available data with low annotation effort (empty vs non-empty)

Outputs will be served for:

• Animal discovery in new flights

• Quick density estimation

• Animal proposals in annotation task 



Introduction
Challenges

• Animals at different depth levels from the sea surface

• Sun glitters and wave crests

• Various background w.r.t. weather, season, geography location, etc.



State-of-the-art 

Deep embedding-based approach

Reconstruction-based approach

• Extract feature vectors using pre-trained network

• Use a distance metric in the feature space

• Use distributions or statistical tests in the feature space

• Use generative models (VAE, GAN, etc.) to reconstruct normal images
• Discover anomalies thanks to their poor reconstruction 

Weakly supervised: train only with empty samples à learn data normality

In practice: they are mixed and/or combined



Our work (in the context of SEMMACAPE project) 

Deep embedding-based approach

Deep embedding + Reconstruction-based approach

Remote Sensing, 2022

ICPR, 2022



Patch distribution modeling 
& normalizing flows



Patch distribution modeling + normalizing flows

• Based on the existing work PaDiM [1] (ICPR 2021)

• Gaussian distribution for patches + Mahalanobis distance

• Radom dimension down-sampling à a single Gaussian distribution



Patch distribution modeling + normalizing flows

• Our approach: use normalizing flow (NF) to transform patch distribution 

into Gaussian distribution (multi-head)

Z = T(X)

T(.): invertible transformation adopted by using Masked Autoregressive Flow (MAF)



Patch distribution modeling + normalizing flows



Patch distribution modeling + normalizing flows

Remark: the anomaly threshold selection is significant (and data-dependent) !!!



Vector-quantized Variational autoencoder 
& Inner metrics



Vector-quantized Variational autoencoder + Inner metrics

• VAE-like generative model for anomaly detection

• Popular and widely-used in vision

• Learning of data normality within the latent space with reconstruction + 

regularization losses



Vector-quantized Variational autoencoder + Inner metrics

• Our approach

• Adopt VQ-VAE (NeurIPS’17): popular approach with high reconstruction quality

• Propose a novel inner metric called Alignment Map to improve the detection 



Vector-quantized Variational autoencoder + Inner metrics

• Our approach

• Adopt VQ-VAE (NeurIPS’17): popular approach with high reconstruction quality

• Propose a novel inner metric called Alignment Map to improve the detection 

For more details about our methodology

Ø ICPR’22 paper (available online)

Ø ORAL presentation of Hugo Gangloff on Thursday 5:15-5:30pm



Vector-quantized Variational autoencoder + Inner metrics

Preliminary results show VQ-VAE+AM provides better performance than PaDiM+NF

Illustration of reconstructed images: successful and failed cases
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